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Model-based estimation of energy savings in load

control events for thermostatically controlled loads
Cristian Perfumo, Julio H. Braslavsky and John K. Ward

Abstract—Load control (LC) of populations of air conditioners
(ACs) is considered suitable to shift energy from on- to off-peak
times, and track the intermittent power output of renewable
generation. From a technical and economical point of view, it
is paramount to quantify the amount of energy that can be
saved by implementing these LC events. This paper proposes
a new causal methodology to estimate such energy savings using
a Kalman filter that includes a parametric second-order model
of the aggregate demand of a population of ACs. The proposed
methodology relies only on readings of aggregate electrical power
at the feeder level and does not require historical load data,
or a control group, and hence, it can be used where other
methods reported in the literature are inapplicable. The proposed
estimator is evaluated on a numerical case study that embeds
simulated ACs in real power and temperature data from a 70-
house residential precinct.

I. INTRODUCTION

Balanced generation and demand is paramount for the

operation of any electrical power network and is traditionally

achieved by adjusting the supply to the demand. Lately,

however, instead of building more supply infrastructure, there

is an increasing interest in solving these problems from the

demand side, making a more efficient use of already existing

resources [1], [2]. Additionally, the interest in demand-side

management will increase as the smart grid evolves towards a

collection of so-called energy hubs where generation, storage

and consumption are coupled [3].

Air conditioners (ACs) and other thermostatically controlled

loads (TCLs) such as fridges and space and water heaters have

great potential for demand-side services because of their rapid

response and thermal inertia (which reduces impact to end-

users). In fact, trials throughout the world demonstrate the

benefits of externally controlling these types of loads [4], [5],

[6], [7], [8], [9].

In recent years, the load control (LC) of large, widely

distributed populations of TCLs has gained importance [10],

[11], [12], [9], [13]. LC comprises the direct manipulation of

the power demand of the electrical devices in these populations

to achieve a desired collective response. For example, the

temperature set point of the ACs can be controlled by an

aggregator to shift energy from on to off-peak times or to

provide ancillary services in the energy market.
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ACs are especially interesting for LC for two reasons.

Firstly, they can provide fast responses with minimal end-

use disruptions. In fact, LC of TCLs has been advocated as

a demand-side alternative to ancillary services traditionally

provided by controlling generation [14], [7], [2], [10], [1].

Secondly, ACs are a prominent driver of peak electricity

demand in high temperature days. In this paper we focus on

residential ACs, although our approach could easily be applied

to other types of ACs as well as other TCLs such as heaters

or cool rooms.

It has been shown in the literature that ACs can be controlled

successfully to shape their aggregate power demand [15], [16],

[13]. However, for LC of ACs to become common in the

electricity grid, it is crucial to be able to accurately quantify

the energy shifted by a LC event [4], [17]. This quantification

helps to assess the financial benefit of LC and define the

settlements offered to the AC owners [18].

Unfortunately, the amount of energy shifted by a LC event

can only be estimated, as finding the exact figure implies

knowing what the consumption would have been if the LC

event had not taken place (this constitutes another example

of the difficulty of calculating smart-grid related costs [19]).

Adopting the terminology in [18] we will refer to the amount

of energy shifted as “energy reductions” or “savings” because

commonly load shaping using LC is targeted at reducing the

amount of energy used during the event (even though there

might not be net savings when considering possible “cold-load

pick-up” situations after the event).

The existing approaches to quantifying such energy reduc-

tions (both in the literature and those used by electricity util-

ities) can be arranged in three categories: based on historical

data, based on system identification, and based on a control

group.

Estimates based on historical data can be calculated using

power averages recorded during similar-temperature non-LC

days or during a certain number of non-LC days prior to the

LC event [18], [17]. These methods, which have been used by

utilities to quantify savings, are amongst the ones resulting in

the worst estimates [18], [17].

Methods based on system identification correlate ambient

temperature, time of the day and other data (inputs) to power

demand (output) [18], [17], [9]. In particular, regression meth-

ods yield good estimates but may require large amounts of

historical data to identify the coefficients successfully [18].

Extensive data is also required for other model identification

techniques such as polynomial fitting [20] or artificial neural

network training [21].

Alternatively, a population of ACs of similar characteristics
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can be used used as a control group [17], [18]. This approach

presents good results as long as the control group is properly

selected and both the control and the LC population are large

(thousands of devices according to [18]).

The main contribution of this paper is a Kalman-filter based

methodology to estimate energy savings during load control

events without resorting to historical data or the use of control

groups. In particular, the proposed methodology is especially

relevant in load control scenarios for ACs connected to the

same electrical distribution feeder, for which:

• it is difficult to find a representative control group; or

• it is impractical to estimate uncontrolled demand using

existing methods, due for example to the lack of sufficient

logged data to produce reliable load forecasts, or due to

the higher variability of the load associated with smaller

populations.

In this paper we estimate LC energy savings using three

different causal approaches that do not require forecast or

estimation of non-LC load. The first two approaches are simple

rolling fits of measured load averages and ramp rates used in

practice (e.g., [22]), and are considered here for comparison

purposes. The third approach is the proposed methodology

(the main contribution of this paper), which is based on

a Kalman Filter designed using a reduced order parametric

model for aggregate power demand of a population of ACs.

This parametric model was developed in [23] and is briefly

revisited in Section II below.

The three approaches to estimate energy savings are evalu-

ated on a series of LC events performed on a small population

of ACs, which is simulated using real load and tempera-

ture data from a small residential precinct. The LC events

considered range from 1 to 4 hours in duration, and are

implemented using the integral-action controller designed in

[23]. The Kalman filter estimates are shown to consistently

outperform the simpler estimates based on constant rolling

demand averages or constant demand ramp rates. Note that

integrating a model of a population of ACs into a Kalman

filter has been proposed in [24], but assuming the availability

of a utility load forecast with white noise forecast error. Our

approach can be applied when such forecast is not available.

The remainder of this paper is organised as follows. We first

briefly revisit the reduced-order LTI model of the aggregate

demand of a population of ACs in Section II and described the

assumed population and control configuration for the present

paper in Section III. In Section IV we present the three

estimation approaches considered, and evaluate their accuracy

and consistency during a series of LC events run on the

proposed LC case study. Section V summarises the paper and

provides concluding remarks.

II. MODELLING DYNAMIC AGGREGATE DEMAND

RESPONSE OF A POPULATION OF ACS

In this paper we consider the most common type of resi-

dential ACs: devices operating a “binary” compressor (either

running at a fixed speed or not running). Such devices regulate

temperature using a thermostat and a control mechanism

known as bang-bang control with hysteresis or on-off control,

which works as follows. The compressor is switched on when

the thermostat reading exceeds a predefined value θ+. With

the compressor now engaged, the temperature starts to drop

until the thermostat reading is below another predefined value

θ− (where θ− < θ+). At this point, the compressor turns off

and the temperature gradually rises until it reaches θ+ and

the cycle starts again. This cyclic behaviour can be seen in

Figure 1, which shows an example of temperature and power

data from our AC hardware testing (in this case, a Delonghi

DECON28AUP). Because the compressor is responsible for

most of the energy usage of an AC unit, its cycling can be

easily seen in the power curve. We also observe in the figure

that when the compressor is on, the temperature inside the

room gradually drops to θ− ≈ 17 and when the compressor

is off, the temperature rises to θ+ ≈ 17.9.

Fig. 1. Power and temperature over time of a Delonghi DECON28AUP
air conditioning system tested at the CSIRO Newcastle testing facility. The
temperature outside the test room was 27 oC.

Assuming a population of n such ACs, the dynamics of the
i-th AC in the population (i.e., those shown in Figure 1) can
be modelled by the well-known and extensively-used hybrid
state model

dθi(t)

dt
= − 1

CiRi

[
θi(t)− θa(t) +mi(t)RiPi − αi(t)

]
,

mi(t+∆t) =






0, if θi(t) ≤ θ−i + u(t),

1, if θi(t) ≥ θ+i + u(t),

mi(t), otherwise,

(1)

presented in [25], where ∆t is an arbitrarily small time

interval, θi(t) is the room temperature, θa is the ambient

temperature outside the rooms (◦C), Ci and Ri are the i-th
room thermal capacitance (kWh/◦C) and thermal resistance

(◦C/kW), and Pi is the cooling thermal power of the i-th AC

(kW). The binary variable mi ∈ {0, 1} (i ∈ {1, 2, . . . , n},)
represents the state of the compressor which switches on the

AC (mi = 1) or off (mi = 0) to maintain the temperature

θi within the pre-specified hysteresis band [θ−i , θ
+
i ], centred

at θr
i = (θ−i + θ+i )/2. The noise process αi represents

thermal disturbances not modelled explicitly, and u is the

proposed control signal (common to all ACs) to introduce

small temporary temperature set-point offsets to the population

during LC events.

The aggregate electrical power demand (kW) of the popu-

lation of ACs is given by

dac(t) =

n
∑

i=1

mi(t)
Pi

COPi

, (2)
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where COPi is the coefficient of performance of the i-th AC,

defined as the nominal ratio of rate of heat removal to electric

power demand1.

In [16], [23] we showed that, normalised to the maximum

demand of the population, the aggregate demand response

dac(t) to a common step change in temperature set points can

be closely approximated by the LTI step response

dac(t) ≈ dss(θr)− dg(t) (3)

where dss(θr) is the asymptotic steady state demand response

of the population to constant temperature reference set points

(with mean value θr), and dg(t) is the unit step response of a

second order transfer function model of the form

G(s) =
b2s

2 + b1s+ b0
s2 + 2ξωns+ ω2

n

. (4)

The model parameters b2, b1, b0, ωn and ξ in (4) are given as

explicit functions of the means and variances of the physical

parameters (such as thermal power, resistance and capacitance)

distributed in the modelled population of ACs. For illustration

(see [16], [23] for the full set of formulas),

ωn =
πµv

(
√
6− a)

√
1− ξ2

, and ξ =
log(r)√

π2 + log2(r)
, (5)

where µv = mean [(θa − θr)/(CR)], a = exp
[

log(
√
2) −

σ2
rel

log(3)
log(2)

]

, and

r =

∣

∣

∣

∣

∣

erf
[

(0.9 +
√
8σrel)

−1
]

− 1
2

erf[0.9−1]− 1
2

∣

∣

∣

∣

∣

,

where erf[·] is the Gauss error function.

These expressions for the parameters are obtained in [16],

[23] by analytically fitting the step response of the second

order transfer function (4) to a simplified parametric stochastic

model for the aggregate demand of a distributed population

of n ACs. Such demand can be calculated at each instant

t by using (2) normalised to the maximum demand of the

population.

In [16], [23], it was shown that the model (4) can closely

approximate the aggregate power response of populations of

ACs under a broad range of situations beyond the assumptions

made to develop such model. For example, Figure 2 shows

that the modelled aggregate power response obtained from

(3) closely approximates the simulated responses dac(t) for

populations comprising n =60 and n =10,000 ACs obtained

from (2) using the distribution of parameters values in Table I.

The input signal u(t) in all cases is a temperature set point

step increment of 0.5◦C at time t = 0.

Perhaps the main benefit of a second-order LTI model

such as (4) is that it constitutes a very practical trade-off

between fit and complexity: with only two states, it has

the simplest structure capable of capturing the characteristic

oscillations that appear in the aggregate demand of TCLs after

a synchronisation event. This simplicity is a key enabler for

the design of robust feedback control strategies for LC. In

fact, we applied the LTI model (4) to successfully design an

1For simplicity we assume a constant COP. However, in reality the COP
varies mainly as a function of the temperature differential θ(t)− θa.
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Fig. 2. Power response simulated from (1), (2) for small and large populations
of ACs (60 and 10000 devices respectively) to a 0.5 C step change in
temperature set point, and modelled LTI response simulated from (3), (4)
with parameters computed with the formulas given in [16], [23].

internal model controller in [16], [23] and an integral controller

in [26], [23], both of which regulate the aggregate demand

of a population of ACs. In the present paper, we show a

different application for such a model: the estimation of energy

savings during a LC event using a Kalman Filter. Note that the

implementation of a Kalman Filter based on the reduced-order

model (4) is substantially much simpler than using a hybrid

model with potentially hundreds of states, as is the case when

(2) is computed by replicating multiple instances of the hybrid

model (1).

TABLE I
SIMULATION PARAMETERS.

Param. Value Description

R 2 Mean thermal resistance (log-normal distribution
with normalised variance σ2

rel) (◦C/kW)

C 3.6 Mean thermal capacitance (log-normal distribution
with normalised variance σ2

rel) (kWh/◦C)

P 6 Mean thermal power (log-normal distribution with
normalised variance σ2

rel) (kW)

θr 20 Mean temperature set point for the ACs uniformly

distributed in [19.5, 20.5] (◦C). θr
i = (θ−i +θ+i )/2.

H 1 Hysteresis width (θ+i − θ−i ) (◦C)
θa Variable Ambient temperature (◦C)

σ2
w 0.01 Variance of the noise process w in (1)

σrel 0.2 Standard deviation of log-normal distributions as
fraction of the mean value for R, C and P

COP 2.5 Coefficient of performance (thermal on electrical
power)

n 60 Number of ACs in the population

III. CASE STUDY

During a LC event, the aggregate power demand of the

ACs in the population may not be easily available due

to communication costs and privacy issues. On the other

hand, what is readily available is the aggregate demand d(t)
of the users connected at the electrical distribution feeder

that powers the ACs. Thus we can express this demand as

d(t) = dac(t) + W (t) where dac(t) is AC controllable load

and W (t) is the rest of the loads (uncontrollable). For the

case study presented in this paper, uncontrolled loads W (t)
correspond to real demand data logged from a distribution

feeder located in a suburban area on the east coast of Australia.

The ACs are simulated in PowerDEVS [27] using real ambient

temperature data θa(t) logged at a nearby location in the same

period. These power and temperature readings are the actual
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Fig. 3. Top: power demand of 70 residential customers in a newly-developed
residential area in Australia during six days in November 2011. Bottom:
ambient temperature. Time of daily peaks is displayed.

data corresponding to six consecutive days at a residential

distribution feeder supplying 70 houses, and are shown in

Figure 3.

We simulate the ACs using (2) and the parameters in

Table I, which were adapted from [15] to the characteristics of

Australian suburban houses. They were obtained as follows.

The mean thermal capacitance C was calculated as indicated in

[15] assuming a 90 m2 building. The mean thermal resistance

R was calculated assuming 90 m2 of insulated tiled roof, 90

m2 of timber floor with carpet, 100 m2 of brick walls and 14

m2 of single glass windows (the heat transfer coefficients used

for these materials were taken from the AIRAH Handbook

[28]). The mean thermal power P was calculated using the

AIRAH “FairAir” Calculator [29], assuming proximity to

Sydney, 3 occupants and the same parameters used to calculate

thermal resistance (considering 3 m ceiling height and 3, 3, 4

and 4 m2 of internally-shaded windows facing East, West,

North and South respectively). To simulate different types of

ACs and user-defined temperature set points, θ− and θ+ are

assumed uniformly distributed in the population. The mean

hysteresis width (i.e., θ+ − θ−) considered is 1 oC. The rest

of the parameters were obtained from [15].

Note the strong correlation between temperature and de-

mand in Figure 3: the load peak of Monday (maximum

temperature 35.5 C) was practically twice as much as that

of the next day (maximum temperature 23.5 C).

Mild-temperature week days such as Friday 11/11 and

Tuesday 15/11 in Figure 3 are assumed without AC load. We

then construct the load profile for the hot Monday 14/11 by

assuming that the temperature uncorrelated loads are equal to

the total load of a mild-temperature day, and aggregating the

(PowerDEVS simulated) AC load using the temperature profile

for Monday 14/11.

Figure 4 shows the simulated load using the temperature

profile of the hot Monday 14/11 as well as the actual load of

that day. The temperature-uncorrelated load component (non-

AC) for the simulation was assumed to be the total load of

the mild Tuesday 15/11. We assume that 60 out of the 70

customers in the residential area have an AC operating during

the simulated day. This assumption aligns with studies that

indicate that 90% of the houses in the Sydney area operate

their ACs on the warmest days [30]. The ACs are randomly

turned on from 12:30 to 16:00 to simulate the arrival of people

at their houses, and turned off between 21:00 and 00:30, as

people go to sleep. These hours align with times reported in a
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Fig. 4. Real and simulated power load of 70 residential customers on a hot
day with a maximum temperature of 35.5 C.

previous study on residential AC usage in New South Wales,

Australia [31].

Note that the simulated and measured loads in Figure 4

share the following fundamental characteristics: the peak de-

mand occurs at the same time of the day and the rate of load

increase in the afternoon and decrease in the evening are very

similar. The difference between the simulated and measured

loads accounts to approximately 1 kW per customer during

the peak hours. This difference may be attributed to other

temperature-dependant loads that were not simulated (such as

fridges and freezers, ceiling and floor fans) and the discrepancy

between the assumed representative parameters in Table I2. and

the real population.

Because we do not have access to the actual physical

parameters of these houses (nor do we have the ability to

control their ACs at this point), in the remainder of this paper

we will use the simulated load in Figure 4 to compare against

the case when a LC event takes place. This has the advantage

of allowing us to know exactly “what would have happened”

had the LC not occurred, which is otherwise impossible to

find out in a real scenario.

Let us now revisit the feedback LC strategy considered

in [26]. The LC set up under consideration is illustrated in

Figure 5, where a small number of houses with controllable

temperature set-point ACs are connected to a common power

distribution point. The total aggregate demand of the houses

(including that of ACs and other, uncontrolled loads) is

measured at the distribution supply point and transmitted to a

central controller, which uses it to compute new temperature

set-point offsets broadcast to the ACs. The controller-ACs

communications are one-way, as the ACs do not need to

transmit their demand.

Figure 6 presents a block diagram of this feedback scheme.

The controller uses the error between the desired aggregate

demand dr(t) for the feeder during the LC event, and the

measured demand d(t), which aggregates the demand of the

ACs, dac(t), and that of non-controllable loads, W (t). The

computed temperature set point offset u(t) is broadcast as a

common control signal to the population of ACs.

In the following section we use the LTI model (4) to

estimate energy savings during LC events. We implement the

LC events using the integral controller proposed in [26]. This

2 In a real implementation, these parameters could be estimated from the
actual population by performing system identification experiments, as done
in [15] and suggested in [26].



5

Transformer

Aggregate

Demand

Operator

Set-point

offsets

Fig. 5. One-way communications LC set up. The houses with controllable
ACs are connected to a common distribution feeder. The total aggregated
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offsets to the ACs.
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ACs. Based on the tracking error dr(t)−D(t), the controller computes the
temperature set point offset u(t) broadcast to the ACs.

controller successfully regulates the aggregate demand of a

population of ACs in the configuration shown in Figures 5

and 6. Note, however, that our technique for savings estimation

during a LC event is completely independent from the control

strategy used to implement the scenario. Thus, the approach

in this paper could also be applied to other control techniques

such as [15], [13], [32].

IV. MODEL-BASED ESTIMATION OF ENERGY REDUCTIONS

IN A LC EVENT.

Accurate estimates of how much energy is effectively saved

during LC events provide valuable information to assess the

financial benefits of LC [4]. Note that such savings can only

be estimated, as one would otherwise require to know what the

demand would have been had the LC event not taken place.

If a forecast of the uncontrolled demand is available from

the utility (which may be estimated from historical data, a

regression analysis or usage statistics of a control group) LC

savings can be estimated as the difference between the forecast

and the real power demand. However, at feeder-level scenarios

such as the one described in the previous section, such forecast

may not be available, or may not be accurate enough.

In this section we compare estimates of energy savings

during LC events using three methods that do not require

a load forecast. In particular, one of these methods (the

main contribution of this paper) uses a Kalman filter that

incorporates the model (4) to generate real-time predictions.

We describe these methods in more detail next and then

compare their performance on a LC event built using the case

study presented in the previous section.

Note that the discussed methods represent causal solutions

that only take into account the information available until

present time to compute the estimates. While one could use

non-causal methods that take into account the power demand

before and after the LC event to calculate the energy savings,

causal methods provide the advantage of estimating savings

in real time. Real-time savings estimates are very desirable

in situations when there is a feedback strategy in place that

computes the control signal based on the achieved savings

until present. In other words, one could use causal methods

(as the one proposed in this paper) to develop controllers to

manipulate power in real time to achieve a certain level of

desired energy savings.

A. Energy savings estimation methods

Let dk denote the sampled total power demand (in kW),

averaged over the k-th one-minute interval, read at the feeder

to which the ACs are connected. Similarly, dack and Wk denote

sampled average values over the k-th one-minute intervals.

Three energy saving estimation methods are considered:

1) Mean: Aggregate demand before the LC event (referred

to as non-LC demand) is assumed equal to the average

of the last 30 minutes before the LC event, namely d̄ =
∑ts−1

j=ts−30 dj/30. Energy savings between times t1 and t2 are

then estimated as

Ŝ =

t2
∑

k=t1

(

d̄− dk
)

/60. (6)

This estimation method is mentioned in [22] as a candidate

for periods of “flat” load, but regarded as inadequate for

periods of increasing of decreasing loads.

2) Linear regression (LR): Aggregate non-LC demand is

computed as a linear regression of the last 60 readings before

the event, [dts−60, dts−59, . . . , dts−1]. Energy savings between

times t1 and t2 are then estimated as

Ŝ =

t2∑

k=t1

(ak + b− dk)/60, (7)

where a, b are the fit parameters for the linear regression. This

method was used to estimate the energy savings in several

real-world LC trials [22].

3) Kalman filter (KF): The KF method uses a Kalman

Filter to combine predicted information about the population

of ACs (this information comes in the form of model struc-

ture) with observed information about such population (i.e.,

measurement data). In particular, our method uses the results

obtained by exciting the model (3)-(4) with uk as the predicted

information; and aggregate power demand measurements dk
as observed information. Using a Kalman Filter to estimate

energy savings in a LC scenario is the main contribution of

this paper.

Recall [33] that the Kalman filter addresses the problem

of estimating the state x of a controlled discrete-time process

with l inputs, p outputs and q states, assuming this process

is governed by the linear stochastic state-space difference

equation
xk = Axk−1 + Buk + wk−1 (8)

with a measurement equation

dk = Cxk + Duk + vk (9)
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where xk ∈ R
q×1, dk ∈ R

p×1, uk ∈ R
l×1, A ∈ R

q×q ,

B ∈ R
q×l, C ∈ R

p×q and D ∈ R
1×l. The random variables

vk ∈ R
p×1 and wk ∈ R

q×1 are measurement and process

noises assumed to be zero-mean and normally distributed with

covariance matrices V and Q.

We refine our model of the total demand dk as

dk = dack +W p
k +W c

k , (10)

where dack is the variation in demand of the controlled loads

(ACs) as a direct consequence of the control action (that is,

if the control signal uk = 0 ∀t, then dack = 0), and W p
k

represents the daily oscillation in power demand for both

temperature related and independent loads minus its mean,

while W c
k represents a baseline load constant over the whole

period of time.
The representation of demand in (10) is embedded in the KF

scheme for state estimation in the state-space representation by
rewriting (8) and (9) as




xa
k

xp

k

xc
k



 =




Aa 0 0
0 Ap 0
0 0 1








xa
k−1

xp

k−1

xc
k−1



+




Ba

0
0



uk + wk, (11)

dk =
[
Ca Cp 1

]



xa
k

xp

k

xc
k



+ Dauk + vk. (12)

where xa
k, xp

k and xc
k are vectors representing the internal

state of the system during the kth time interval. The vector

xa
k describes the states associated with controlling the ACs

during a LC event, the vector xp
k represent the states associ-

ated with the daily oscillation commonly observed in power

consumption, the single-element vector xc
k represents the state

associated with the constant, base-load demand, and the vector

wk represents the process noise. Let us describe the space-state

subsystems associated with each of these state vectors.

The subsystem

xa
k = Aax

a
k−1+Bauk+wa

k , with dack = Cax
a
k+Dauk+vak ,

(13)

is the (1 minute sampled) discretised state-space representation

of the LTI model (4), which describes the power demand of

the population of ACs controlled by set point offsets uk.

The zero-mean daily power oscillation W p is described by

xp
k = Apx

p
k−1 + wp

k, and W p
k = Cpx

p
k + vpk.

We model W p as a sinusoidal wave with frequency µ =
1.16 × 10−5 Hz (once a day), which represents the daily

variability in demand. This parameter choice is evident from

Figure 7, which shows the power spectral density of the

demand data in Figure 3 (top). The peak seen in Figure 7

confirms the intuition that the most important frequency in

the aggregate power demand is the daily oscillation caused by

people’s routine: every week day, the demand rises towards the

evening, when most people arrive home, turn on the T.V., AC,

start cooking, etc. Conversely, the minimum power demand

occurs during the early hours of the morning, when most

people are asleep. Note that this daily oscillation has a small

frequency variation over time (evidenced by the broad base of

the peak in the power density plot) but it can be considered
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Fig. 7. Power Spectral Density of the power signal in Figure 3 generated
using the pwelch MATLAB R© command.

as the dominant frequency for a window of a few consecutive

days.
The discrete state-space matrices sampled at 1-minute in-

tervals of this sinusoidal wave W p with frequency µ =
1.16× 10−5 are

Ap =

[
cos(2π60µ) sin(2π60µ)
− sin(2π60µ) cos(2π60µ)

]
,Cp =

[
1 0

]
.

Lastly, the constant baseline W c can be modelled as

xc
k = xc

k−1 + wc
k, and W c

k = xc
k + vck.

By combining available power measurements, the model

of the system and stochastic information about the noises

perturbing the process and the measurements, the Kalman filter

provides the best linear (optimal) estimate x̂ of the state x [33].

This estimate is calculated as

x̂k = x̂−

k +Kk(dk −Cx̂−

k −Duk) (14)

where

x̂−

k = Ax̂k−1 −Buk, (15)

and Kk is the Kalman filter gain or blending factor, which

is recursively computed to minimise the covariance of the

estimation error by solving a standard Riccati difference

equation (see e.g., [33]).
We estimate the output dack associated with the ACs using

d̂ack = Cax̂a
k + Dauk, (16)

where x̂a
k is the state subset of x̂k associated with the effect

of controlling the ACs (i.e., an estimate of xa
k in (11)).

From (16), the energy savings between times t1 and t2 can
be computed as

Ŝ = 60

t2∑

i=t1

d̂aci . (17)

Extensive numerical tests indicate that the reduction esti-

mate Ŝ from (17) varies greatly depending on the chosen

process and measurement error covariance matrices Q and V
for the process and measurement noises wk and vk in (8), (9)

(these matrices are used to compute Kk in (14)). Thus, use
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Fig. 8. Comparison of estimated energy savings by the proposed methods for the LC scenario from 18:00 to 19:00. Dashed straight lines: assumed non-LC
consumption used in the Mean and LR methods. Continuous thin black line: assumed non-LC load for the KF method.

a of KF approach requires careful tuning of these matrices.

For the results presented in the following section, we have

manually adjusted these matrices to

Q =





3025 1925 0 0 0
1925 1225 0 0 0
0 0 25 15 0
0 0 15 9 0
0 0 0 0 0.99



 and V = 0.064.

While finding optimal weighting matrices for Q and V falls

beyond the scope of the present paper, techniques such as

the auto-covariance least-squares method may be used for this

purpose [34].

The alternative estimates of energy savings given in (6), (7)

and (17) are interpreted graphically in Figure 8. The dashed

straight lines are the assumed non-LC consumption used in (6)

and (7). The continuous thin black line is the assumed non-LC

load used for the KF estimate (17), which is the only one that

effectively captures the daily oscillation of the non-LC load.

The estimated savings are computed by calculating the area

between the assumed non-LC load of the method and the LC

load (solid grey). These estimates can be compared with the

actual savings, which are represented by the area between the

actual non-LC load (non measurable in reality, but available

in a simulated scenario), and the LC load.

We next compare the performance of these estimation

methods on a series of simple LC events.

B. Case study: estimation performance comparison

Four LC scenarios were tested on the data from the case

study presented in Section III, in which the aggregate power

(ACs and other loads) measured at the feeder is controlled

with the integral controller presented in [26] (KI = 2). In all

of these scenarios, the aim of the controller is to reduce the

total power by a 20% of the demand at the start of the event,

and maintain the reduction for a given period of time. The four

scenarios considered differ in their duration, maintaining the

target demand reduction for 1, 2, 3 and 4 hours, at different

times of the day. For each type of scenario, we simulate a

series of (independent) LC events. In each simulation, we

assume that no other LC event took place during that day

and that all 60 ACs are controllable. The first LC event for

each scenario starts at ts =14:00, the second one at ts =14:30

and the last one finishes at te =22:00 (e.g., the 3-hour events

are: 14:00-17:00, 14:30-17:30, . . . , 19:00-22:00).

Table II shows the real and estimated savings for each sim-

ulated event for the 1, 2, 3 and 4-hour scenarios respectively.

The simulations were run with the same population parameters

and non-AC loads as Figure 4. Each table shows the real

savings for the event and the estimates Ŝ computed for each

method as described in Section IV-A above between t1 = ts
and t2 = te + 60 min (savings during the reduction time and

“negative” savings for the following hour3). The underlined

estimates are the closest to the real savings.

It can be seen in Table II that the KF estimation, which

incorporates the proposed LTI model (4), yields the closest

estimates to the real savings in most cases. Furthermore,

Figure 9 displays, for each estimation method, the number

of satisfactory estimates, where we classify an estimate as

satisfactory when it is within plus or minus 20 percent of

the real savings S (i.e., 0.8Ŝ ≤ S ≤ 1.2Ŝ). The histograms

show that for all four reduction periods considered (1, 2, 3

and 4 hours), the KF estimation achieves the largest number of

satisfactory estimates. Note that the longer the reduction period

considered, the larger the number of satisfactory estimates,

which is expected, as the KF estimation is the only method

that takes into account daily load variation.

The performance of the KF estimates is further illustrated in

Figure 10, which depicts the simulated scenario corresponding

to the 2-hour reduction LC event on Table II from 17:00

to 19:00. Such scenario, where the AC load is reduced to

roughly half of the maximum AC load during two hours is

of practical relevance, and aligns with recent LC trials run in

Perth (Australia) [5].

In the top plot of Figure 10 we see that the non-LC load

between 17:00 and 19:00 does not continue in a straight

line, either as a constant or with a slope, which explains

why Mean and LR are particularly inaccurate for this event.

3 Note that one may be interested in estimating only the savings during
the event (i.e., for peak shifting applications) whether others might prefer
to account for several hours after the event (i.e., to quantify net savings).
Although we chose 60 minutes as a middle point for these two scenarios, the
user could otherwise easily change this value as needed for the application.
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Fig. 9. Number of times each estimation methods is within plus or minus
20 percent of the real savings S as per Table II.

For comparison, the bottom plot shows the breakdown of

states estimates in the KF model (12), x̂c
k (baseline), Cpx̂

p
k

(daily oscillations), and Cax̂
a
k+Dauk (ACs), together with an

additional estimate (ACs model) based simply by driving the

model (4) with the control signal uk. Note that while the latter

estimate may be acceptable during the LC period, it produces

a large error peak once the LC period ends (a phenomenon

similar to the “cold load” pickup [35], [36]). This large peak

is due to the fact that the second order model (4), since it is

linear, does not incorporate the saturation in aggregate power

when all of the ACs are turned on (or off). Note that if the

model was perfect, we could just estimate the savings of a LC

event by exciting such model with the control signal sent to

the ACs and compute the difference between that and zero.

However, this open-loop approach is of a much more brittle

nature than a feedback estimation approach implemented by

the Kalman Filter, where measurements are used to correct

the estimates in real-time. In contrast, the KF compensates for

the daily dynamics Ŵ p (as shown in Figure 8), by optimally

balancing in the estimates the information from the model and

that from real measurements.

Note that the proposed KF approach divides the load in

three categories (baseline, oscillations and ACs) even prior to

the control event. Before the event, the control signal uk is

equal to zero and the expected change in the ACs due to LC

is also zero. We can see in the bottom plot of Figure 10 that the

value for the estimated ACs only starts changing significantly

after the beginning of the event (i.e., 17:00). Moreover, starting

the filter beforehand helps “warm up” the KF, so that when

the event starts, initial transients minimised and the baseline

and daily oscillations estimates are clearly separated.

The accuracy of our KF estimate depends on two main

factors: how well the LTI model (4) represents the aggregate

power of the population and how observable the effect of LC is

wherever the power measurements are taken (in the case of this

paper, at the feeder). Regarding how closely the LTI model (4)

represents the power demand of the population, it was shown

in [16] that the dynamics are successfully captured for an

operational range well beyond the one assumed to develop the

model. Nevertheless, if a more accurate (and presumably more

complex) model was required, the approach presented in the

present paper could still be applied by using the desired model

instead of the subsystem (13). In terms of the observability of

the AC dynamics at the feeder level, the larger the proportion

of controlled ACs in the total load, the more observable

the changes caused by LC will be. Fortunately, LC is more

Fig. 10. LC event (from 17:00 to 19:00) where KF returns the best estimates.
Top: Power with and without LC, and breakdown of LC-power into controlled
and uncontrolled loads. Middle: Control signal calculated by the integral
controller. Bottom: Second-order LTI model response and KF breakdown of
LC power into baseline, daily oscillation and AC variation due to LC.

likely to take place during high-temperature days, when ACs

represent a significant part of the total load.

V. CONCLUSIONS

It is important to accurately estimate energy savings asso-

ciated with LC in peak demand reduction or load tracking

events. We have proposed an estimation strategy based on a

Kalman filter that integrates the LTI model developed in [16].

We have evaluated the accuracy of the proposed estimation

approach on a series of LC events constructed on the case

study considered. The estimates based on the Kalman filter

are consistently better than simple estimates based on mean

demand and linear regressions, and only require distribution

feeder readings, which may aggregate uncontrolled demand.

Importantly, unlike most estimation methods in the literature,

the Kalman filter estimate does not require extensive historical

data or a control group.

In our view, the results presented in this paper highlight

the practical relevance of a reduced-order model such as the

one in [23] in the application of powerful and well-understood

control and estimation methods for load management of TCLs.
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